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Occupancy models are frequently used by ecologists to quantify spatial variation
in species distributions while accounting for observational biases in the collection of
detection-nondetection data. However, the common assumption that a single set of regres-
sion coefficients can adequately explain species-environment relationships is often unre-
alistic, especially across large spatial domains. Here we develop single-species (i.e., uni-
variate) and multi-species (i.e., multivariate) spatially-varying coefficient (SVC) occu-
pancy models to account for spatially-varying species-environment relationships. We
employ Nearest Neighbor Gaussian Processes and Pélya-Gamma data augmentation in
a hierarchical Bayesian framework to yield computationally-efficient Gibbs samplers,
which we implement in the spOccupancy R package. For multi-species models, we
use spatial factor dimension reduction to efficiently model datasets with large numbers of
species (e.g., > 10). The hierarchical Bayesian framework readily enables generation of
posterior predictive maps of the SVCs, with fully propagated uncertainty. We apply our
SVC models to quantify spatial variability in the relationships between maximum breed-
ing season temperature and occurrence probability of 21 grassland bird species across the
USA. Jointly modeling species generally outperformed single-species models, which all
revealed substantial spatial variability in species occurrence relationships with maximum
temperatures. Our models are particularly relevant for quantifying species-environment
relationships using detection-nondetection data from large-scale monitoring programs,
which are becoming increasingly prevalent for answering macroscale ecological ques-
tions regarding wildlife responses to global change.
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1. INTRODUCTION

Occupancy models are a fundamental tool for ecologists and conservation practitioners
to assess the probability of a site being used by a species while accounting for imperfect
detection (i.e., the failure to observe a species at a site when it is truly present; MacKenzie
etal. 2002; Tyre et al. 2003). Occupancy models typically require the collection of replicated
detection-nondetection data across a set of spatial locations. Generally, multiple surveys are
performed at each spatial location over a period of time in which the true presence-absence
status of the species is assumed constant (i.e., the “closure” assumption). An occupancy
model consists of two sub-models: (1) an ecological process model that describes the true,
partially observed presence or absence of a species as a function of covariates in a generalized
linear model (GLM) framework; and (2) an observation model that specifies the observed
detection-nondetection data in a similar GLM-type framework to account for false negatives,
conditional on the true presence-absence of the species (MacKenzie et al. 2002).

As conservation and management issues increasingly focus on multiple species, single-
species occupancy models have been extended to a multi-species framework, wherein
detection-nondetection data from multiple species collected via a multi-species sampling
protocol are simultaneously analyzed (Dorazio and Royle 2005; Gelfand et al. 2005). Such
multi-species occupancy models estimate species-specific parameters hierarchically from a
shared community-level distribution, providing increased precision for species effects, as
well as the ability to estimate numerous biodiversity metrics as derived parameters with
fully propagated uncertainty (Dorazio and Royle 2005). Recent extensions of multi-species
occupancy models account for residual species correlations in a joint modeling framework
(Tobler et al. 2019; Doser et al. 2023a).

Importantly, as for many other types of species distribution models (SDMs), occupancy
models are increasingly applied across broad spatial extents. This is a consequence of
growing interest in macroecological patterns, the emergence of large-scale citizen science
programs (e.g., eBird, iNaturalist), and increasing availability of data from regional- to
continental-scale monitoring programs. As the spatial extent of analysis increases, the com-
mon assumption of constant species-environment relationships becomes less realistic (Pease
et al. 2022b). As in standard GLMs, occupancy models assume the effects of environmen-
tal covariates are constant throughout the spatial domain of the study area. Accounting
for spatial variability, or nonstationarity, of the effects of environmental factors is impor-
tant to accurately reflect species-environment relationships (Rollinson et al. 2021) and to
identify the relative effects of different environmental drivers across the range of a species
(Martinez-Minaya et al. 2018; Sultaire et al. 2022). Failure to account for spatially-varying
species-environment relationships when they exist can lead to misleading inferences and
inaccurate predictions across an area of interest (Finley 2011; Jarzyna et al. 2014). Such
misleading inferences and predictions can lead to erroneous conclusions regarding the eco-
logical mechanisms that determine where species occur, which could result in inappropriate
management or conservation actions (Rollinson et al. 2021).

A variety of statistical approaches exist to accommodate spatially-varying covariate
effects that could be incorporated into an occupancy modeling framework. Basic approaches
include: (1) stratification, in which a separate covariate effect is estimated for each individ-
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ual stratum across a set of strata (e.g., ecoregions, management units; Pease et al. 2022); (2)
random slopes, which is similar to stratification but instead individual stratum effects are
treated as random effects from a common Gaussian distribution (e.g., Doser et al. 2021);
(3) interactions, in which the effect of one environmental covariate is assumed to depend
on the value of another environmental covariate (e.g., Oliver and Morecroft 2014); and
(4) cross-level interactions (i.e., combinations of random slopes and interactions; Aguinis
et al. 2013). While simple, such approaches are powerful for testing ecological hypothe-
ses regarding species-environment relationships. However, these approaches restrict spatial
variability as occurring only across predetermined strata or in relation to a set of known
covariates.

As species-environment relationships may vary as a result of abiotic (e.g., historical dis-
turbance regimes) and biotic processes (i.e., density-dependent habitat selection) interacting
at multiple spatial scales (Rollinson et al. 2021; Thorson et al. 2023), a more flexible approach
is desired that can characterize complex spatially-varying species-environment relationships
without predetermined strata or without the requirement of covariates that explain spatial
variation in the effects of others. Geographically weighted regression (GWR; Fotheringham
et al. 2003) and generalized additive models (GAMs; Wood 2006) are common approaches
that provide additional flexibility to model complex spatially-varying species-environment
relationships within an occupancy modeling framework. While providing more flexibility
than the aforementioned approaches, GWR requires a priori specification of parameters that
control the range of spatial dependence, which can unduly impact model results and interpre-
tation (Finley 2011; Thorson 2019). GAMs can accommodate spatial dependence in covari-
ate effects via a linear combination of basis functions, but they similarly require a priori
specification of the number of knots/basis functions and can result in highly over-smoothed
estimates (Stein 2014). Bayesian spatially-varying coefficient (SVC) models (Gelfand et al.
2003) are an attractive alternative, as their hierarchical construction provides great flexibil-
ity for complex, hierarchically-structured ecological data (Finley 2011; Finley and Banerjee
2020). In particular, SVC models are a straightforward extension of spatial GLMs that allow
regression coefficients to vary smoothly across space, most commonly using some form of
Gaussian process specification (Banerjee et al. 2014). While Bayesian SVC models are
more complex than many of the above-mentioned models, they allow for full uncertainty
propagation, do not require a priori decisions on grid size or parameter values, are read-
ily extensible for both single-species (i.e., univariate) and multi-species (i.e., multivariate)
models, and have been shown to outperform GWR, the most commonly-used alternative, in
a variety of simulation and empirical examples (Wheeler and Calder 2007; Finley 2011).

Here we develop computationally-efficient single-species and multi-species SVC models
to allow for assessment of spatially-varying species-environment relationships while explic-
itly accounting for imperfect detection in an occupancy modeling framework. We employ
Nearest Neighbor Gaussian Processes (NNGPs; Datta et al. 2016) and Pélya-Gamma data
augmentation (Polson et al. 2013) in our Bayesian implementations to yield computationally-
efficient Gibbs samplers for both single-species and multi-species models, which we make
available via new functions in the spOccupancy R package (Doser et al. 2022). For multi-
species models, we use a spatial factor model (Hogan and Tchernis 2004) to ensure compu-
tational efficiency for multi-species models with a moderate to large (e.g., > 10) number of
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species while simultaneously accounting for residual correlations between species (Doser
et al. 2023a). Our motivating data set for these models consists of detection-nondetection
data on 21 grassland bird species from the North American Breeding Bird Survey (Pardieck
et al. 2020). Grassland birds have declined precipitously in recent years (Rosenberg et al.
2019), and thus there is considerable conservation interest in understanding environmental
drivers of their occurrence (Stanton et al. 2018). Here, we seek to quantify the relationships
between maximum breeding season temperature and occurrence of grassland bird species,
with a particular focus on assessing spatial variation in this relationship among species, and
how the estimated relationship relates to another driver of grassland bird occurrence, the
amount of grassland habitat, at both the individual species level and on average across the
community.

In Sect.2.1 we describe the single-species SVC occupancy model, while in Sect.2.2
we detail the multi-species SVC occupancy model. In Sects. 2.3-2.5, we discuss additional
details on the hierarchical Bayesian implementations of our models, including a brief dis-
cussion of our implementation of the SVC occupancy models in the spOccupancy R
package. In Sect.3, we perform a simulation study as a proof of concept to illustrate the
pitfalls of ignoring spatial variability in species-environment relationships when present. In
Sect. 4, we apply our models to the grassland bird data set and compare their performance
with a series of alternative models. Finally, in Sect.5 we discuss the broader applicability
of our proposed models for modeling species distributions and their environmental drivers.

2. MODELS

2.1. SINGLE-SPECIES SPATIALLY-VARYING COEFFICIENT OCCUPANCY MODELS
2.1.1. Process Model

Let s ; denote the spatial coordinates of site j, where j = 1,..., J. We define z(s ;) as
the true presence (1) or absence (0) of the target species at site j with spatial coordinates
s j. We model z(s ;) as

z(sj) ~ Bernoulli(v (s ;)), (D)

where ¥ (s ;) is the occupancy probability of the species at site j. We model v (s ;) according
to

H
logit(y (s;)) = (B1 + d1wi(s;)) + Z Xn($ ) {Bn + dpwn(sj)}, 2
h=2
where B is an intercept, x; (s ;) is the hth covariate with h = 2, ..., H, B is the non-

spatial effect of covariate x; (s ), and wi(s ;) and wy,(s ;) are spatially-varying effects for
the intercept and covariates, respectively. We use indicator variables §, forh = 1,..., H
to indicate those covariates whose effects vary spatially (5, = 1) and those whose effects
are assumed constant (§;, = 0). Note, the model reduces to a traditional single-species
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occupancy model when §, = 0 for all # and to a spatial occupancy model (Johnson et al.
2013; Doser et al. 2022) when §; = 1 and 6, = O forall & > 1. For later use, define H as the
total number of spatially-varying effects estimated in the model (i.e., H = Z}Iz{:l 1), define
X(s ;) as the H x 1 vector of covariates at location j (including an intercept if applicable),
and define gy, (sj) = B +wp(s ) as the spatially-varying coefficients for those effects with
o= 1.

Let £ = {s1,82,...,8} be the set of sampled spatial locations, and define w;, as a
J x 1 vector of the spatial random effects for covariate / for each of the H effects with
corresponding §, = 1. The spatially-varying effects wy serve as local adjustments of the
covariate effects (or intercept) at each site j from the overall non-spatial effect B, resulting
in the covariate having a unique effect (i.e., B, (s j)) on species occupancy probability at
each site j. Following Gelfand et al. (2003), we envision each h = 1, ..., H spatially-
varying effect wy (s ;) as a realization of a smooth latent surface {w(s) | s € D}, where D
is the geographical domain of interest. Following standard approaches for modeling species
distributions (e.g., Latimer et al. 2006), we use Gaussian Processes (GPs) to model each of
the H smooth functions across the spatial domain. By definition, a GP model for the hth
spatially-varying surface {wj(s)} implies that for any finite set of locations L, the vector
of random effects wy, follows a zero-mean multivariate Gaussian distribution witha J x J
covariance matrix C,(s, s’, 6;) that is a function of the distances between any pair of site
coordinates s and s’ and a set of parameters (6) that govern the spatial process according
to a parametric covariance function. In our subsequent simulations and case study, we use
an exponential covariance function such that §;, = {cr,%, ¢n}, where of is a spatial variance
parameter and ¢y, is a spatial decay parameter. Large values of a}% indicate large variation in
the magnitude of a covariate effect across space, while values of of close to 0 suggest little
spatial variability in the magnitude of the effect. ¢, controls the distance-dependent decay
of the spatial dependence in the covariate effect and is inversely related to the spatial range,
such that when ¢, is small, the covariate effect has a larger range of spatial dependence
and varies more smoothly across space compared to larger values of ¢;,. When using an
exponential correlation function, the effective spatial range, or the distance at which the
spatial correlation between points drops to 0.05 (Banerjee et al. 2014), corresponds to
approximately 3/¢ (i.e., since 3 ~ —log(0.05)).

Both frequentist and Bayesian estimation of the model defined by (1) and (2) requires
taking the inverse and determinant of H dense J x J covariance matrices (ie.,Cp(s,s’,0p))
that involves O (J?) computations for each of the H spatially-varying coefficients (floating
point operations or FLOPs), which quickly renders such an approach impractical for even
moderately sized data sets (i.e., hundreds of spatial locations). Here we replace the GP prior
for the spatially-varying coefficients with a Nearest Neighbor Gaussian Process (NNGP)
prior (Dattaetal. 2016). The NNGP is a valid GP that is based on writing the full multivariate
Gaussian distribution for wy, as a product of conditional densities, such that

p(Wp) = p(wWp(s1)) - p(Wp(s2) | Wi(s1)) - p(Wr(sy) | wp(sy—1), ..., wp(s1)), (3)

where p(-) denotes a probability density function. The NNGP prior achieves computational
efficiency by replacing the conditioning sets on the right-hand side of (3) with a set of
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new conditioning sets, whose maximum size is determined by a prespecified number of
neighbors, m, where m <« J. Datta et al. (2016) showed that m = 15 provides nearly
identical inference to the full GP under a variety of scenarios. Let N (s ;) denote the set of at
most m neighbors for location s ;. Following Vecchia (1988), we set N (s ) to be the set of at
most m nearest neighbors of s ; from {s1, s2, ..., s; 1} with respect to Euclidean distance.
Note, this requires the set of £ locations to have some prespecified ordering, where here we
order the coordinates along the horizontal axis. Through careful construction of the neighbor
sets and set of spatial locations as a directed acyclic graph, Gaussian distribution theory
reveals the NNGP prior yields a new joint density for wy,, denoted p(wy). Let wi (N (s ;)
denote the at most m realizations of the ~Ath NNGP at the locations in the neighbor set
N(s ). Let C(-, 8) denote the covariance function of the original GP from which the Ath
NNGP is derived. For any two sets of spatial locations A and A, define C4, 4,(6},) as the
covariance matrix between the observations at the sites in A; and A, for the ~th GP. For all
h=1,..., H , our NNGP prior for wy, thus takes the form

J
plwn) = [ | Normal(wi (s ;) | ba(s )wa (N (s ), fa(s ), )

j=1
where by, (s ;) is defined as
b (s) = Cs;.NGs ) @) Chys ) vis ) @), (5)
with b, (s1) = 0, and £, (s ;) is defined as
£r(51) = Cs,5; ) = Cs; s O Cyis,) s @WICNGs 1.5, 0n)- (6)

The new conditioning sets yield a sparse precision matrix that results in substantial
improvements in computational efficiency with big spatial data sets (Datta et al. 2016).

2.1.2. Observation Model

To account for imperfect detection in an occupancy modeling framework, k =
1,..., K(s;) sampling replicates are obtained at each site j to estimate whether a non-
detection of the target species is truly an absence (MacKenzie et al. 2002; Tyre et al. 2003).
We model the observed detection (1) or nondetection (0) of a study species at site j, denoted
Yk (s ), conditional on the true latent occupancy process z(s ;), following

ye(sj) | z(sj) ~ Bernoulli(pi (s j)z(sj)), @)
where pi (s ;) is the probability of detecting the species at site j during replicate k given

the species is truly present at the site. We model detection probability as a function of site
and/or observation-level covariates according to

logit(pi(s ;) = Vi(s;) e, (8)
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where « is a vector of regression coefficients (including an intercept) that describe the effect
of site and/or observation covariates v (s ;) on detection. Note that, following the standard
occupancy model, we assume independence between the replicate surveys, conditional on
the true occupancy status z(s ;) and covariates v (s ;), the true occupancy status does not
change over the K (s ;) replicate surveys, and there are no false positives (i.e., if z(s ;) = 0,
then yi(s;) = O for all k). We assume effects of covariates on detection probability are
constant over space, but in principle spatially-varying covariate effects could be added
to the detection model as well, using the same process described above. Note that when
detection probability is constant or only varies with site-level covariates such that replicate
surveys at a site are i.i.d, we use a Binomial distribution in (7) with K ; replicates.

2.1.3. Prior Specifications

We assign independent Gaussian priors to all non-spatial regression coefficients (8 and
a), independent inverse-Gamma priors to the spatial variance parameters (ahz) for each
spatially-varying effect, and independent uniform priors for the spatial decay parameters

(&)

2.2. MULTI-SPECIES SPATIALLY-VARYING COEFFICIENT OCCUPANCY MODELS

When there are multiple species of interest, we jointly model the occupancy of the N
species in a single model that accommodates residual correlations between species and
allows for information sharing via random effects. Such multi-species approaches often
yield improved precision and accuracy of estimates compared to single-species models
(Clark et al. 2014; Zipkin et al. 2010). Using similar notation to that for the single-species
models, we model the true presence-absence state of species i at site s ; following

zi (s j) ~ Bernoulli(; (s )z} (s ), 9)

where v/;(s ;) is the occupancy probability of species i at site j, and z(s;) is a binary
auxiliary data source indicating whether site j is within the known range of species i.
Such data can be obtained from a variety of sources, including international databases
(e.g., BirdLife International, [IUCN), field guides, or expert opinion. We suggest buffering
the auxiliary data range map by a suitable distance to account for potential inaccuracies
in these auxiliary data. Inclusion of such auxiliary range data can drastically reduce the
computational burden of the model if certain species can only exist at a subset of the spatial
locations in £ (Socolar et al. 2022). If auxiliary range data are not available, z;(s ;) can
be removed from (9) (or equivalently, z7(s ;) = 1 for all j). Alternatively, z; (s ;) could be
estimated directly in the model (Sutherland et al. 2016).
At sites within a species’ range, we model species-specific occupancy probability as

H
logit(i (s)) = (Bi.1 + 81w; 1 (s;)) + th(sj){ﬂi,h + 8wy (s )} (10)
h=2
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with all parameters as defined before, but now spatial and non-spatial effects are unique
to each species. We assume the same variables have spatially-varying effects (or not) for
all species (i.e., 8; , = 8, for all i), although this could be modified to allow &, to vary
by species by either setting values a priori or estimating the indicator variables within the
model itself. We model the non-spatial component of the /th regression coefficient for each
species i hierarchically from a common community-level distribution to share information
across species (Dorazio and Royle 2005; Gelfand et al. 2005). More specifically, we have

Bi.n ~ Normal(uup, . T5,). (11)

where 1, is the average non-spatial effect across all species in the community, and téh is
the variability in the non-spatial effect across all species.

We seek to jointly model the species-specific spatial effects, wy, , to account for corre-
lation in species-specific responses to covariates, as well as residual correlations between
species after accounting for their relationships with any covariates included in the model. For
a small number of species (e.g., 5), a linear model of coregionalization (LMC) framework
(Gelfand et al. 2004) is a viable solution, but such an approach quickly becomes computation-
ally intractable as the number of species in the community increases (e.g., > 5). Instead, we
use a spatial factor model (Hogan and Tchernis 2004), a dimension reduction technique that
accounts for correlations in species-specific responses, while drastically reducing computa-
tional run time compared to a LMC that requires estimation of a full N x N cross-covariance
matrix for each effect that is assumed to vary spatially. Here, we decompose w;f ,(s)into a
linear combination of ¢ latent factors and their associated species-specific coefficients (i.e.,
factor loadings). Thus for each SVC in the model, we have

win(s) = A0, wa(s)), (12)

where XIh is the ith row of factor loadings from the N x ¢ loadings matrix A, and w; (s ;)
is a ¢ x 1 vector of independent spatial factors at site j. As in the single-species SVC
occupancy model, we model each of the »r = 1, ..., g spatial factors for each of the H
spatially-varying effects with an NNGP prior following

J
p(Wrp) = 1_[ Normal(wy (s j) | bri (s j)Wrn (N (s ), £r.n(s ), (13)
j=1

with b, (s ;) and ;. 5 (s ;) defined in (5) and (6), respectively.

For each SVC, we can derive an inter-species covariance matrix X, = Ay A,I, which
has rank ¢ << N, and, thus, is singular. However, the inter-species covariance matrices
can still be used to detect species clustering (Shirota et al. 2019; Doser et al. 2023a). For a
spatially-varying intercept, the inter-species covariance matrix provides information on the
residual co-occurrence patterns between each pair of species across space after accounting
for any covariates included in the model. This can be used to generate hypotheses about the
abiotic and/or biotic drivers of residual species co-occurrence patterns (e.g., Tobler et al.
2019), although such residual co-occurrence patterns do not necessarily imply biological
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interactions and must be interpreted with caution (Dormann et al. 2018). For a spatially-
varying covariate effect, a positive correlation between species in X indicates similar
responses to that environmental covariate across space. One possible application of this is
as a model-based ordination technique to identify groups of species that respond similarly
to environmental variables (Thorson et al. 2015).

Analogous to the single-species case, we model the observed detection-nondetection of
each species i at site j during replicate survey k, y; k(s ;) conditional on the true presence-
absence of each species, z; (s j), following (7) and (8), with all parameters now varying by
species. We model the species-specific detection regression coefficients (e;) hierarchically,
analogous to the non-spatial occupancy regression coefficients in (11).

2.2.1. Prior Specification and Identifiability Considerations

We assume Gaussian priors for all mean parameters and inverse-Gamma priors for vari-
ance parameters. Additional restrictions on the factors loadings matrix Ay, for each spatially-
varying coefficient /2 are required to ensure identifiability (Taylor-Rodriguez et al. 2019).
We fix all elements in the upper triangle to O and set the diagonal elements to 1. We addi-
tionally fix the spatial variance parameters 0}% of each latent spatial process to 1. We assign
standard Gaussian priors for the lower triangular elements in A and assign each spatial range
parameter ¢, ; an independent uniform prior.

2.3. IMPLEMENTATION VIA A POLYA-GAMMA GIBBS SAMPLER

We implement both single-species and multi-species SVC occupancy models in a hier-
archical Bayesian framework using Markov chain Monte Carlo (MCMC), which we briefly
describe below in the context of multi-species models with additional details in Supplemen-
tal Information S1. Using standard approaches, the full conditional distributions for 8;, e;,
and w,. , (s) are not available in closed form, resulting in the use of less efficient samplers for
these parameters, e.g., a Metropolis-Hastings random walk. Instead, we implement an effi-
cient P6lya-Gamma data augmentation scheme (Polson et al. 2013), which yields fully Gibbs
updates for all parameters except ¢ in the proposed models. Briefly, for each species i we
introduce two sets of Pélya-Gamma auxiliary variables, @; y = (@i y (51), ..., 0y (s7))
and ®;, p = (i p,1(81), ..., Wi p K(s,)(57)), for the occupancy (i.e., process) and detection
(i.e., observation) sub-models, respectively. Note, for the detection sub-model, augmented
data points are required for each replicate survey at each spatial location, although gains in
efficiency are possible by only sampling the auxiliary variables at sites where z;(s;) = 1
for any given MCMC iteration (see Supplemental Information S1). Both w; y and w; , are
assigned P6lya-Gamma priors with shape parameter 1 and tilting parameter O (i.e., PG(1, 0)).
Continuing with the occupancy process, we can re-express the Bernoulli model in (1) as

exp(x(s ;) " B; +X(s;) Twi(s )3
I+ CXP(X(Sj)Tﬂi + i(Sj)TW?‘(sj))
exp(ci (s ;) (x(s ) " B +X(s ;) TW} (s ))) %

Vi (Sj)zi(s./)(l — 1pi(sj))l—z,’(sj) —
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/ exp(— ""( ’)<x<sj>Tﬂ,+x<s,) wi(s))? x
p(wiy(s)) | 1, 0)dwi y (s ), (14)

where k;i(s;) = zij(s;) — 0.5 and p(w; y(s;)) is the probability density function of a
Pélya-Gamma distribution with shape 1 and tilting parameter O (Polson et al. 2013). This
re-expression of the Bernoulli model results in Gibbs updates for both the non-spatial (8;)
and spatial (w, , (s)) effects. An analogous re-expression is used for the likelihood in (7) to
yield Gibbs updates for the detection coefficients «;.

2.4. POSTERIOR PREDICTIVE INFERENCE

The hierarchical Bayesian approach readily enables posterior predictive inference at any
new location, sg, with full uncertainty propagation. Prediction of occupancy probability
across a region of interest (i.e., a species distribution map) proceeds in two steps. For multi-
species models and for each posterior sample, /, we generate estimates of each spatial factor,
W, j,, from

w') (s0) | - ~ Normal(b{} (s))w'), (N (s0)). £} (s0)). (15)

Estimates from (15) for the ¢ spatial factors can be multiplied by the factor loadings of a
given species (i.e., X(l,)l) to generate w*’(l) (sp) as in (12), which can subsequently be added

to estimates of the non-spatial component of the covariate effect (i.e., ,3( ) obtained when
fitting the model to generate posterior predictive estimates of the full SVC at new locations
(i.e. :31( 17 (50)). Conditional on estimates of w; ,f )(so) we can then generate predictions of
occupancy probability and the true presence-absence state of species i at new locations
following

logit(y," (s0)) = (B} + 1w (l)(SO))+ZXh(SO){/3 + 8wl (s0) 06
h=2

Zz@ (sg) ~ Bernoulli(l//i(l)(so))-

2.5. SOFTWARE IMPLEMENTATION

We implement single-species and multi-species SVC occupancy models in the functions
svcPGOcc and sveMsPGOcc, respectively, in the spOccupancy R package (Doser et al.
2022) to facilitate the use of SVC occupancy models in user-friendly software. A detailed
vignette that walks through the models and shows how to fit them in spOccupancy is
freely available on the package website (https://www.jeffdoser.com/files/spoccupancy-web/
articles/index.html).
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3. SIMULATION STUDY

3.1. METHODS

As a proof of concept, we used simulation to assess how failing to account for spatially-
varying species-environment relationships may affect inference for various levels of spatial
dependence in the covariate effect (e.g., no spatial variability, small vs. high variability, short
vs. long range spatial dependence). We simulated data for a single-species from J = 400
sites across a unit square and K = 5 replicate surveys at each site for use in a single-species
occupancy modeling framework, where detection probability was set to moderate (average
= 0.45) and varying positively (0.4 on the logit-scale) with a standardized observation-level
covariate. These parameter values resulted in few site-level false negatives as the probability
of detecting a species at least once at a site over the five surveys was 1 — (1 —0.45)> = 0.95.
We simulated species occupancy as a function of an intercept (logit-scale fp = 0) and
a single covariate (logit-scale 1 = 0), whose effects both varied across space following
(2) and (4) using an exponential correlation function. For the intercept, we set the spatial
variance to 1 and the spatial decay parameter to ¢ = 3/0.8. For the SVC of the covariate
effect, we varied the spatial variance parameter across four values (2 = {0.1,0.5, 1, 2})
and the spatial decay parameter across five values (¢ = {3/0.1, 3/0.5, 3/0.8,3/3,3/100})
to assess how failing to account for spatial variability in the covariate effect is related to
the spatial characteristics of the effect. See Supplemental Information S2 Figure S1 for
an example of an SVC under all 20 combinations of these parameter values. Since we
simulated the data set across a unit square, the values for ¢ correspond to very fine-scale
spatial variability in the covariate effect (i.e., 3 / 0.1), more broad-scale spatial variability
in the covariate effect relative to the simulated study area (i.e., 3 /0.5, 3/ 0.8, 3/ 3), and
extremely broad-scale spatial variability in the effect (i.e., 3 / 100) such that the effect is
essentially constant within the simulated study region. We also generated data where the
covariate effect was constant to assess performance of the SVC occupancy model when no
spatial variability was present.

We simulated 50 data sets for each combination of parameter values, resulting in 1050
simulated data sets. Note that we simulated a different SVC for each of the 1050 simu-
lated data sets such that the underlying pattern in the SVCs varied randomly across each
data set, in addition to the structural differences determined by the different values of o2
and ¢. We compared the performance of three models: (1) a basic occupancy model with
no spatially-varying intercept or covariate effects; (2) a spatial occupancy model with a
spatially-varying intercept but no spatially-varying covariate effects; and (3) the full SVC
occupancy model. We used the Widely Applicable Information Criterion (WAIC) as a mea-
sure of model fit (Watanabe 2010) and four-fold cross-validation using model deviance as
a metric of predictive performance. We used the conditional form of WAIC (Millar 2018),
which conditions on the estimated values of the SVCs and thus may be more representative
of predictive ability at locations already included in the data set rather than at non-sampled
locations (Hug and Paciorek 2021).
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3.2. RESULTS

The benefits of modeling spatial variability in SVC occupancy models were dependent
on the characteristics of the spatial dependence in the covariate effect (Fig. 1; Supplemental
Information S2: Table S1). Improvements in model performance of the SVC occupancy
model were highest for covariate effects with a large spatial variance and an effective spatial
range of 30% or 80% of the area according to both WAIC and four-fold cross-validation
deviance (Fig. 1, Supplemental Information S2: Table S1). As expected, when the spatial
variance in the covariate effect was small (0.1, 0.5), an SVC occupancy model only yielded
minor improvements in WAIC compared to a spatial occupancy model that assumed a
constant covariate effect, and either no improvements or very small improvements in cross-
validation deviance. Predictive performance of SVC models was generally worse or only
marginally improved when the effective range of the covariate effect was small (10% of study
area), regardless of the spatial variance. As the effective spatial range decreases toward zero,
the spatial correlation in the SVCs occurs over a smaller distance, and thus the estimate of
the SVC at any given location is informed by a smaller number of data points. For binary
data, it is not possible to estimate an unstructured site-level random effect (Bolker 2022),
which likely contributed to why we saw negligible differences in predictive performance
between the SVC occupancy model and the spatial occupancy model when the effective
spatial range was small. When the effective spatial range of the SVC was far larger than
the study area (i.e., ¢ = 3/100), the covariate effect was essentially constant within the
simulated study area (Supplemental Information S2 Figure S1) and the SVC model did not
show any improvements over the occupancy model with a spatially-varying intercept and
constant covariate effect. This suggests that an SVC occupancy model will only provide
improvements if the spatial extent of the study region is moderately large relative to the
spatial variation in the covariate effect. Not surprisingly, when the simulated covariate
effect was assumed constant, the SVC model showed no improvements over the spatial
occupancy model with a constant covariate effect (Supplemental Information S2: Table S1).
Overall, this simulation study shows that SVC occupancy models outperform models with a
constant covariate effect when the effect varies across space, but the benefits of SVC models
are dependent on the range of the spatial variation in the effect relative to the size of the
study area.

4. CASE STUDY

4.1. METHODS

Identifying spatial variation in species-environment relationships has critical implica-
tions for conservation and management efforts, such as species re-introductions and habitat
restoration (Saunders et al. 2022). Here, our objective is to quantify the spatially-varying
relationships between maximum (i.e., extreme) breeding season temperature and occur-
rences of 21 grassland bird species across the continental US. We hypothesize the effect of
maximum temperature on occurrence will vary spatially as a result of nonlinear species-



MODELING COMPLEX SPECIES- ENVIRONMENT RELATIONSHIPS

6’ = 0.1 6’ =05 6’ =1.0 6’ =20

)

%01 = dSH

%0€ = HSH

HSH

%008

%000°0T = YSH

24441
24241
444
Sd4d4di

occ SVI sve ()(I‘(‘ SVI BYe ()(I‘(‘ SVI Sve ()(I‘(‘ SVI sve
Model

Criterion —®— ADeviance —e— AWAIC

Figure 1. Model comparison results for a single-species non-spatial occupancy model (OCC), a spatially-varying
intercept occupancy model (SVI), and a spatially-varying coefficients occupancy model (SVC) using simulated data
with varying degrees of spatial variation in the covariate effect. Scenarios that varied the spatial decay parameter
(¢) are reported as effective spatial ranges (ESR) in percentages of the simulated study area (i.e., ERN 100). 2 is
the spatial variance of the spatially-varying coefficient. Values represent the difference in four-fold cross-validation
deviance and WAIC for the two candidate models relative to the SVC model (indicated by dashed line at zero).
Thus, values > 0 represent poorer performance relative to the SVC model. Values are averaged across 50 simulated
data sets.

specific thermal tolerances, spatial variation in habitat availability (i.e., percent grassland
cover; Zuckerberg et al. 2018), and additional interactions with unknown factors.

We used bird detection-nondetection data across J = 2, 486 locations in the continental
US, sampled in 2019 as part of the North American Breeding Bird Survey (BBS; Pardieck
et al. 2020; Fig.2A). The BBS is a volunteer-based program where observers perform point
count surveys at 50 points (i.e., stops) along road transects (i.e., routes) annually across
North America. At each stop, observers record all birds seen or heard within a 0.4km radius
during three-minute point count surveys. We summarized the data for each species at each
site into K = 5 spatial replicates (each comprising data from 10 of the 50 stops), where
each spatial replicate took value 1 if the species was detected at least one of the 10 stops in
that replicate, and value O if the species was not detected at any of the 10 stops.

We focused our analysis on a community of grassland birds, following the species clas-
sification of Bateman et al. (2020), which is one of the most threatened groups of North
American avifauna (Stanton et al. 2018; Rosenberg et al. 2019). We restricted our analysis
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Figure 2. Spatial distribution of
the J = 2, 486 North American
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to include only species observed at at least 50 locations, which resulted in N = 21 species.
As an auxiliary data source, we obtained broad-scale maps of breeding ranges for each of
the 21 species from BirdLife International (BirdLife 2021) and only used BBS sites that
fell inside the species’ range (including a 200 km buffer) when estimating each individual
species’ effects. This resulted in substantial computational improvements, as some of the
species ranges span only a small portion of the continental US (e.g., Clay-colored Sparrow
(Spizella pallida)).

We obtained data on the amount of grassland habitat from the USGS EROS (Earth
Resources Observation and Science) Center, which produces high-resolution (250 m) annual
land cover maps across the continental US that are backcasted to 1938. We calculated
the average proportion of grassland within 1km of the BBS route starting location from
2010-2019. We calculated breeding season maximum temperature using data from the
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Table 1. Candidate models for the grassland bird case study that represent different hypotheses regarding the effect
of maximum temperature on grassland bird occurrence. Models differed in whether they were single-
species (SS) or multi-species (MS), whether they included an interaction of grassland and maximum
temperature (INT), and whether they included a spatially-varying coefficient for maximum temperature

(SVCO)
Model Single-species Multi-species Interaction SvVC
SS v
SS-INT v v
SS-SvC v v
SS-INT-SVC v v v
MS v
MS-INT v v
MS-SvC v v
MS-INT-SVC v v v

Parameter-elevation Regression on Independent Slopes Model (PRISM; Daly et al. 2008)
project. PRISM provides monthly, high-resolution (4km) gridded data products on mini-
mum/maximum temperatures and precipitation across the USA. We calculated the maximum
temperature between April-June at the starting location of each BBS route each year from
2010-2019, then averaged the yearly values to represent average temperature conditions dur-
ing the ten-year time period. We used ten-year average covariate values, rather than annual
values, to assess site-specific relationships to environmental conditions (i.e., no temporal
variation).

We fit a series of alternative models to assess the amount of spatial variability in the effect
of maximum temperature on the 21 grassland bird species. We predicted spatial variability
in the effect of maximum temperature because species-specific thermal tolerances often
determine breeding range boundaries (Tingley et al. 2009). If temperature is an important
determinant of a species distribution, we would expect a greater effect of maximum tem-
perature near the climatic extremes versus locations in the center of climate space (e.g.,
the greatest effect of maximum temperature would be in the coldest and hottest portions of
the range; Amburgey et al. 2018). Further, the effect of temperature may interact with the
amount of grassland area, as higher temperatures may have a stronger impact on occurrence
in grass-dominated landscapes compared to landscapes with a matrix of forest and grassland
(Jarzyna et al. 2016). Given the rarity of some grassland species, we also sought to assess
whether jointly modeling species in a multi-species framework, which allows for sharing of
information across species, improved model fit and/or predictive performance. Specifically,
we fit eight alternative models (Table 1) to answer the following questions: (1) Is there
spatial variation in the effect of maximum temperature on grassland bird occurrence?; (2)
Is the spatial variation in the effect of maximum temperature adequately explained by an
interaction with the amount of grassland habitat?; and (3) Do multi-species models outper-
form single-species models in terms of model fit and predictive performance? The candidate
models all consisted of a spatially-varying intercept, but varied in whether they were single-
species or multi-species, whether they included an interaction of grassland and maximum
temperature, and whether they included a spatially-varying coefficient for maximum tem-
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perature (Table 1). Across all models, covariates were standardized individually for each
species to have mean 0 and standard deviation 1 within the given species’ range. We modeled
detection probability in the same manner across all eight candidate models, with a linear
and quadratic effect of ordinal day of the survey and a separate intercept for each of the five
spatial replicates.

We fit all models in spOccupancy (Doser et al. 2022) using ten nearest neighbors.
For single-species models, we ran three chains of 200,000 iterations with a burn-in period
of 100,000 and a thinning rate of 100. For multi-species models, we ran three chains of
500,000 iterations, a burn-in period of 200,000, and a thinning rate of 150. We set ¢ = 6 for
all multi-species models, as exploratory analysis revealed further increases in the number
of factors resulted in only minimal changes in WAIC. We assessed convergence using
the potential scale reduction factor (i.e., IA{, (Brooks and Gelman 1998)), effective sample
size, and visual assessment of traceplots using the coda package (Plummer et al. 2006).
We compared the eight candidate models using WAIC as an assessment of model fit. To
assess predictive performance, we fit the model to a random subset of 75% of the data and
subsequently predicted latent occupancy (z;(s;)) for each species at the remaining 25%
of the locations. We compared the species-specific predicted occupancy values to a binary
metric of the detection-nondetection data at each site, which took value one if the species
was ever detected there across the five replicates at that location and 0 if not. We calculated
the area under the receiver operating characteristic (ROC) curve (AUC; Hosmer et al. 2013)
using the predicted occurrence values and the hold-out data metric. AUC measures a model’s
discrimination power, which in this context is the ability to determine which sites are used
by each species (Zipkin et al. 2012).

4.2. RESULTS

Models with a SVC for maximum temperature substantially outperformed (i.e.,
AWAIC > 2) models without an SVC for 16 out of 21 species (76%; Fig.3). Models
with only an interaction between maximum temperature and grassland had worse model fit
compared to SVC models except for all but two species, regardless of whether SVC models
also included the interaction. These results indicate that the interaction alone generally did
not adequately explain spatial variation in the effect of maximum temperature. However, the
model with an SVC and interaction effect had the best performance for 7 out of 21 species
(33%). Together, these results suggest the spatial variation in the effect of maximum temper-
ature cannot be adequately explained by a simple interaction with percent grassland cover,
but that this interaction may explain a portion of the spatial variation in the effect for a subset
of species in the community. Modeling species jointly generally improved model fit across
the community, with 17 out of 21 (81%) species having improved fit in a multi-species model
compared to a single-species model. There were less substantial differences in model pre-
dictive performance, as measured by AUC, for SVC models compared to non-SVC models
(Supplemental Information S2). More specifically, 11 out of 21 (52%) species had highest
AUC values for SVC models, although differences with non-SVC models were minimal
(Supplemental Information S1: Figure S2). Species-specific AUC values for the top per-
forming model ranged from low (0.53 for Ferruginous Hawk (Buteo regalis)) to moderately
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Figure 3. Model comparison results for the 21 grassland bird species across the eight candidate models using
WAIC. Models differed in whether they were single-species (SS) or multi-species (MS), whether they included an
interaction of grassland and maximum temperature (INT), and whether they included a spatially-varying coefficient
for maximum temperature (SVC). Color corresponds to the difference in WAIC between the top model for each
species and each specific model, with lighter colors indicating better model performance. Differences were divided
by the minimum WAIC for each species to put all species on the same scale. The asterisk indicates the model with
the lowest WAIC and those with AWAIC > 2 from the top model. Note the last row corresponds to the sum across
all species in the community .

high (0.82 for Scissor-tailed Flycatcher (Tyrannus forficatus); Supplemental Information S2
Figure S2), which could likely be improved by including additional covariates on occupancy
probability. Across all species, the multi-species SVC model with the interaction had the
highest performance according to WAIC, and so we present the remaining results from that
model.

Predictions of the effect of maximum temperature across a species range revealed strong
variation in the effect of maximum temperature, both within a species (i.e., across space)
and among species (Fig.4). The magnitude, direction, and amount of spatial variability were
highly species-specific, with some species showing large variability in the magnitude of a
positive relationship with maximum temperature (e.g., WEKI), and others showing strong
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Figure 5. Posterior predictive estimates from model MS-INT-SVC of the effect of maximum temperature and
occurrence probability of Vesper Sparrow (Pooecetes gramineus). Panel (A) shows the median effect of maximum
temperature, while Panel (B) shows the probability the effect is positive, where dark blue colors indicate strong
support for a positive effect and dark red colors indicate strong support for a negative effect. Panel (C) shows the
median occurrence probability, with associated 95% credible interval in Panel (D).
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Figure 6. Posterior predictive estimates from Model MS-INT-SV of the effect of maximum temperature and
occurrence probability of Ferruginous Hawk (Buteo regalis). Panel (A) shows the median effect of maximum
temperature, while Panel (B) shows the probability that effect is positive, where dark blue colors indicate strong
support for a positive effect and dark red colors indicate strong support for a negative effect. Panel (C) shows the
median occurrence probability, with associated 95% credible interval in Panel (D) .

support for both positive and negative relationships with maximum temperature across
different portions of the species’ range (e.g., FEHA). Effects of maximum temperature
on ten species (SEWR, UPSA, VESP, WEME, BOBO, EAME, FEHA, GRSP, HOLA,
SAVS) showed at least some degree of strong negative effects at southern portions of the
range and positive effects at more northern sites (Supplemental Information S2: Figures S4-
S22). This suggests that extreme breeding season temperatures and species-specific thermal
tolerances are important drivers of species distributions across the community. The estimated
interaction between maximum temperature and grassland cover was moderately negative
on average across the community, with four species having significant negative effects
(i.e., 95% credible interval did not overlap zero; Supplemental Information S2 Figure S3).
The negative interaction suggests that the effect of maximum temperature decreases as the
amount of grassland increases, consistent with findings in previous work (Zuckerberg et al.
2018). For some species (e.g., LBCU, HOLA), maximum temperature had a smaller positive
effect in areas with high habitat availability (e.g., the Great Plains), while for other species
(e.g., VESP), the negative interaction resulted in stronger negative effects of maximum
temperature in areas with high grassland availability.

Posterior predictive maps of the effect of maximum temperature can provide insight
into potential distribution changes with projected increases in future maximum tempera-
ture. Figures 5 and 6 display posterior predictive maps for two example species, with the
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remaining 19 species shown in Supplemental Information S2. Vesper Sparrow (Poocetes
gramineus) occurrence probability was negatively related to maximum temperature through-
out the southern portion of its range (Figs. 5A, B), and a significant negative interaction of
maximum temperature with grassland area resulted in strongly negative effects of temper-
ature throughout the Great Plains region, where grassland area is high (Fig.2C). In much
of the northern portion of the US, Vesper Sparrow occurrence probability had a positive
relationship with maximum temperature. Together, these patterns suggest a potential north-
ward shift in occurrence probability with projected increases in temperature under climate
change. Ferruginous Hawk (Buteo regalis) occurrence probability was negatively related
to maximum temperature across the southern and northeastern portions of its range, while
maximum temperature had a positive effect in central and western portions of its range. The
transition in the direction of the maximum temperature effect corresponds closely to the
transition from the Great Plains (low elevation, warmer temperatures) to the Rocky Moun-
tain region (high elevation, colder temperatures), suggesting Ferruginous Hawk may shift
its distribution toward higher elevations.

5. DISCUSSION

Occupancy models are widely used to quantify species-environment relationships and
predict species distributions while accounting for observational biases in data collection
(MacKenzie et al. 2002; Tyre et al. 2003). Such models are increasingly applied across
macroscales to predict species distributions and assess drivers of spatial and/or temporal
variation in species distributions. However, existing occupancy models typically assume
constant species-environment relationships; these become increasingly unrealistic as the
spatial extent of analysis increases (Pease et al. 2022). Here, we developed computationally-
efficient single- and multi-species spatially-varying coefficient (SVC) occupancy models to
allow for assessment of spatially-varying species-environment relationships while explicitly
accounting for imperfect detection in an occupancy modeling framework. As we demon-
strated in the grassland bird case study, the use of spatially-varying coefficients in occupancy
models can help elucidate the environmental factors that drive species distribution dynamics,
especially across broad spatial scales.

A key limitation for the adoption of spatially-varying coefficient models in ecology has
been the substantial computational cost associated with estimating multiple Gaussian pro-
cesses. Such high computational demands limit the practicality of fitting such models with
commonly-used Bayesian programming languages like JAGS (Plummer 2003), NIMBLE
(de Valpine et al. 2017), and Stan (Carpenter et al. 2017). In the ecological literature, com-
putationally efficient approaches for modeling SVCs include the use of stochastic partial
differential equations (SPDEs; Lindgren et al. 2011; Williams et al. 2017) often imple-
mented within the Integrated Nested Laplace Approximation (INLA) framework (Rue et al.
2009). In the context of occupancy models, Pease et al. (2022) use an improper conditional
autoregressive (CAR) SVC model implemented in NIMBLE to assess spatial variability
in the effects of multiple covariates on four mammal species in North Carolina. Here we
employed NNGPs (Dattaet al. 2016) within a P6lya-Gamma data augmentation (Polson et al.
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2013) framework to provide an efficient implementation of Bayesian spatially-varying coef-
ficient occupancy models that is capable of fitting models with potentially massive datasets
(e.g., 1000s-100,000s of sites). NNGPs are well-defined spatial processes that provide legit-
imate finite-dimensional Gaussian densities with sparse precision matrices, which have been
shown to perform very well compared to other Gaussian process approximations (Heaton
etal. 2019). When NNGPs are embedded in an occupancy model that uses a P6lya-Gamma
data augmentation scheme, full conditional distributions for all model parameters except the
spatial decay parameters are in closed form. This reduces inefficient mixing and convergence
of MCMC chains that is common when fitting Bayesian occupancy models without P6lya-
Gamma data augmentation (Clark and Altwegg 2019), as is done by default in Bayesian
programming languages like JAGS and NIMBLE. We wrote the single-species and multi-
species SVC occupancy models in C/C++ using R’s foreign language interface, which are
available via user-friendly functions in the spOccupancy R package (Doser et al. 2022).

In our case study, we found substantial support for a spatially-varying effect of maximum
temperature on an assemblage of 21 grassland bird species across the continental US (Fig. 3).
The spatially-varying relationships with maximum temperature were highly variable across
species (Fig.4), which suggests individual species, despite having similar habitat require-
ments, may show different abilities to respond to projected increases in temperature (Princé
and Zuckerberg 2015). Although speculative, these patterns demonstrate the power of SVC
occupancy models to help generate hypotheses and predictions on how species may respond
to future global change, which is essential information for resource managers and conser-
vation practitioners to support management strategies. Additionally, the viability of such
shifts is complicated by limited grassland and sagebrush steppe habitat in more northerly and
higher elevation areas of the US, which could preclude these species from shifting their distri-
butions to track their climatic niche. Nevertheless, the SVC predictions, and their associated
uncertainties, could be used together with climate and vegetation model projections to inform
identification of future climate/habitat refugia for different species assemblages, which is a
critical task for ensuring species persistence under climate change (Saunders et al. 2023).

Our multi-species SVC occupancy model uses a spatial factor modeling approach (Hogan
and Tchernis 2004) for each of the spatially-varying coefficients included in the model.
Such an approach is able to jointly model multiple species simultaneously, which is often
shown to improve predictive performance (Clark et al. 2014). However, in our grassland bird
case study, we found the multi-species SVC models performed best in terms of model fit,
but did not show substantial improvements in predictive performance compared to single-
species SVC models. These results might be related to differences in size and location
of the distributions of the 21 grassland bird species, such that the spatial factor modeling
approach, which assumes spatial variation in the effects of covariates can be explained by a
set of common spatial factors and associated species-specific responses, may smooth over
small-scale spatial variation in species-specific effects across different portions of the study
region. The benefits of jointly modeling species in a multi-species SVC occupancy model
compared to fitting single-species models will likely be case-specific and depend on many
factors, such as the overlap of species ranges, prevalence of the species, and similarities in
the different species’ habitat requirements.
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Although spOccupancy harnesses the computational efficiency provided by NNGPs
and Pdlya-Gamma data augmentation, the SVC occupancy models can still exhibit slow
mixing and convergence of MCMC chains. SVC models seek to separately estimate mul-
tiple spatial processes in a single model, which can make convergence difficult to achieve,
particularly for multi-species models where additional identifiability constraints need to be
imposed on the matrix of factor loadings. For example, we needed to run 500,000 iterations
of the multi-species SVC model in our grassland bird case study to achieve adequate conver-
gence and mixing of the spatially-varying coefficients, which took approximately 42 h to run
using 3 cores. For multi-species models, run times can be minimized by choosing the number
of factors g to be as small as possible without limiting model performance. This can be deter-
mined by fitting models with varying numbers of factors, comparing models with WAIC, and
choosing g such that changes in WAIC become minimal as the number of factors is increased.
See Doser etal. (2023a) for further discussion and recommendations for choosing the number
of spatial factors. For situations where such run times are deemed untenable, similar frequen-
tist approaches using stochastic partial differential equations may be a viable alternative,
although existing software (e.g., VAST (Thorson 2019)) would have to be adapted to work
within an occupancy modeling context. Nevertheless, while such frequentist approaches are
more computationally-efficient, generating uncertainty estimates for predictions of the SVCs
across aregion of interest is less straightforward, and direct probability statements regarding
the effect of the covariate across space (e.g., Figs. 5B, 6B) are not possible. We provide fur-
ther guidance on how to improve convergence and mixing of SVC occupancy models on the
package website (https://www.jeffdoser.com/files/spoccupancy-web/articles/index.html).

For both the simulation study and BBS case study, sampling locations were distributed
fairly evenly across our region of interest, with the simulated data being systematically
distributed across the study region, and the BBS data locations based on a stratified ran-
dom sampling design across North America. Thus, prediction across the region of interest
involved little extrapolation across both coordinate space and covariate space, which moti-
vated our use of a random hold-out sample for assessing predictive performance. When
fitting SVC models with data from a spatially-imbalanced sampling design, or preferen-
tially sampled data, SVC estimates in areas far away from sampled locations may be less
reliable, particularly if the effective spatial range of the SVCs is small. In such cases, cross-
validation approaches where spatial blocks of data points are held out should be used to
explicitly test the ability of SVC occupancy models to extrapolate to new regions (Roberts
etal. 2017). We encourage the development of simulation studies to assess the performance
of SVC models for different objectives (e.g., extrapolation, inference) under a variety of
sampling designs.

We envision several extensions to the SVC occupancy models presented in this paper
and in the associated software implementation in spOccupancy. First, the models devel-
oped here estimate each SVC as arising from an independent NNGP. We could extend our
approach to jointly model multiple SVCs using the multivariate NNGP SVC model described
in Datta et al. (2016) to explicitly estimate correlations between the different SVCs, although
this is not straightforward for the multi-species case, and it is not clear what additional gains
such a model would yield. Second, we could incorporate SVCs in the detection portion of
the occupancy model, which would allow effects of covariates that influence detectability
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(e.g., ordinal date) to vary spatially (Thorson 2019). Lastly, we could extend SVC models to
a spatio-temporal context, where we allow effects of covariates to vary spatially as well as
temporally by embedding the SVCs within a dynamic linear modeling framework (Gelfand
et al. 2005).

Spatial variability in species-environment relationships is prevalent throughout ecology
(Rollinson et al. 2021). The use of spatially-varying coefficients in occupancy models can
help elucidate the environmental factors that drive species distribution dynamics, espe-
cially across broad spatial scales. For accurate conclusions regarding the drivers of species
distributions over space and time, we require reliable, accessible, and efficient computa-
tional methods to quantify spatially-varying relationships. We believe our proposed single-
species and multi-species SVC models, and their associated user-friendly implementations
in spOccupancy, will lead to improved inferences on the nuanced pressures facing bio-
diversity in a rapidly changing world.
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